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Abstract

To establish better policy regarding sustainability and sustainable based practices
in the United States, they must be developed and applied at a more granular level.
However, neglecting similarities as well can lead to an over-creation of certain
policies that may better be applied to multiple standards (or states). To establish
a level of similarity between states on different (sometimes conflicting) metrics, a
hierarchical agglomerative clustering approach is proposed that employs a fuzzy
clustering based algorithm, involving an entropy based weighting metric. The DP-
SIR framework was employed as part of the data collection process, for the goal of
attaining an efficient spread of sustainability based and related data. It was found
that the classical metrics (centroid, single, and complete link) lacked balanced
structures of dendrograms, whereas the fuzzy metrics (fuzzy membership matrix,
naive weight, entropy weight measure) had greater structural balance between the
generalized groups, which made them easier to analyze and understand to one de-
gree. However, the fuzzy membership matrix and naive weight metrics both had
inversion issues, making the dendrogram harder to comprehend and, thus, anal-
yse. The entropy weight measure metric was qualitatively quite balanced and had
no inversions, at least for this particular case.

1 Introduction

The United States has set forth various sustainability goals with a target set for the year 2050.
These goals, although admirable, have been critiqued for their general nature (including question-
able attainability and nationwide generalizations), and many critics argue that they may not be fully
achievable by the stipulated deadline. To address this challenge, our project aims to design a model
by which we can classify the states of the United States based upon their similarity. In this way, one
can more minutely classify and cluster sustainability goals to prevent generality, without forming
hyper niche policies with little translational power. This alternative recognizes that each state pos-
sesses different energy capacities and capabilities, and thus our model intends to resolve generality
issues.

There have been many different machine learning papers and research covering and relating to the
issue of sustainability. One directly covered the issue of machine learning for attaining sustain-
ability, particularly covering the classification of certain generations of energy (through sustainable



sources, like solar for instance) in attaining sustainable development goals ([[1]]). This paper used a
Regression Kriging model, and found that it helped to achieve a number of environmental objectives.
[2] utilized fuzzy clustering and supervised machine learning techniques to assess the sustainabil-
ity of certain countries. These researchers discovered that methods involving clustering approaches
were more robust in assessing sustainability goals than those without. In particular, they employed
fuzzy clustering (specifically the fuzzy c-means algorithm), where each cluster is associated with
a membership function, allowing them to belong to more than one cluster with a degree of mem-
bership. [3] attempted to assess and model the sustainability of food consumption. They employed
a five part framework, involving economic input/output analysis, feature scaling (non-dimensional
normalization), determination of a sustainability index value, a k-means clustering conditional to the
various attributes of food industries, and a logistic regression model based upon the cluster indices
retrieved from the previous step. The results of their study itself were quite rich and the model itself
had a high accuracy. [4] attempted to forecast the levels of sustainability of locations at a micro-
territorial level (as opposed to such things as states and countries). They did this by identifying a
set of sustainability indicators which they employed in decision trees, artificial neural networks, and
support vector machines to evaluate the sustainability levels of these micro-territories. They found
that using statistical and machine learning models for identifying behavioral patterns of influence
upon micro-territories has merit, with primary limitations coming from a lack of information and
data at such a granular level.

2 Problem Description

The question of determining and understanding sustainability is an inherently difficult question. It
is difficult to come up with a model, firstly, for something with very loose definitions that can be
somewhat conflicting or tremendously vague. With respect to our specific considerations and appli-
cations, the sustainability of the fifty states of the United States is an, at first, difficult question to
answer. It implies that a state is or isn’t sustainable, which in turn, establishes sustainability as a
binary question. This is not a tremendously useful metric. Sustainability might be better considered
as a dynamic or sliding scale.

In considering the relationship between different states of the United States, each have different per-
formance metrics which overlap and differ from other states in non-obvious ways. In effect, a state
can be both similar and different to another state depending on the particular sustainability-based
metric that is used to compare them.

The question of this problem demands a unique approach to determine object similarity across cer-
tain metrics and attributes. The objects themselves being so indistinct and distinct at the same time
would need to be considered as well.

In considering the levels of similarity and dissimilarity that is present among states, a hierarchical
clustering model could be considered. It would allow for similarities and differences to be gleamed
at a general and structured level, permitting one to notice differences from a most minute to general
level.

Employing fuzzy clustering based metrics to this hierarchical model could then further the juxta-
position between similarity and difference previously outlined. This would additionally allow for
the addition of knowledge of how states are similar on certain attributes and differ on others (Vir-
ginia and Arizona may have somewhat similar population sizes, but their geographical climates are
quite different, leading to a presumed difference in energy consumption across different sources of
energy). Additionally, the importance of certain sustainability metrics are themselves quite varied,
ranging from such attributes as carbon output to pesticide exposure, thus, a weight matrix should
be applied to the aforementioned fuzzy clustering model to permit a knowledge of difference in
attribute importance to be present in the model.

3 Literature Review

3.1 The DPSIR Framework

The DPSIR (Driving forces-Pressures-State-Impacts-Responses) Framework was established by the
European Environment Agency and the Organization of Economic Cooperation and Development
for the purposes of efficient and effective management of social economic systems ([S]). It has
been employed in a variety of different sustainability based research studies. One study from [5]],



for instance, was employed in determining the efficacy of environmental protection measures taken
by the Chinese government, and another, from [6]], was used to determine how effective certain
European member states were able to promote and employ sustainable development. [5] notes that
the DPSIR model is primarily used to evaluate and identify areas of improvement in sustainable
activity. However, we plan on utilizing it for to a similar nature as [6], particularly with respect
to data collection and segmentation. The model, fundamentally, is able to determine and model
interactions and relationships between certain management procedures with their environmental and
sustainable impact ([[7]). Based upon these core tendencies and abilities provided by the DPSIR
model, this paper seeks to develop and utilize a classified collection of sustainability evaluation
indicators to use as a method of segmenting our data, but then employing it all for our model.

3.2 Fuzzy Clustering

Fuzzy clustering is a particularly useful evaluation metric under circumstances in which one needs
to evaluate the state of some particular object without having any particular evaluation criteria ([6]).
In this manner, it provides ”an uncertainty of belonging”, when it comes to class membership, which
can range in value in the unit interval [0, 1] for each cluster for each data point (where 0 would be
points not in the cluster and 1 would be points in the center of the cluster). In this way, data points
can have non-zero “degrees of belonging” to multiple clusters, but the summation of its “degree
of belonging” to each cluster should be 1 ([8]], [9]). The structures of clusters established by this
method can be considered to be a representation of the relationships among, not just the data within
the clusters (i.e. the internal cluster structures), but additionally amongst the clusters themselves
([9D. This can be considered, thus, a more generalized model of clustering, which, for our use case,
takes into account the considerations and juxtapositions of similarities and differences between our
data points in question (being individual states).

3.2.1 Fuzzy Clustering Iteration Model

Fuzzy Clustering Iteration, as a particular development of general Fuzzy Clustering, was put forth
by [[10]], and it allows one to consider the weight of features being implemented and applied to the
model in question ([[11]). The model additionally, in effect, iteratively determines a fuzzy mem-
bership matrix and fuzzy cluster centroid matrix. The model has been used extensively in natural
weather applications. For instance, [[11] applied a fuzzy clustering iteration model to flood classifi-
cation problems, and found it to provide a better fit and be more comprehensive, while also having
potential in areas which involve classification without evaluation criteria. Another example would
be in precipitation, where [[12] used it to study the distribution of precipitation over time with rela-
tion to human activity to separate and analyze human-caused activity and its impact or relation onto
the precipitation itself. While the iteration model outlined here in its particularities would not appear
to be directly necessary to our application (particularly with respect to the hierarchical aspects), the
idea of iteration with fuzzy clustering, and especially the idea of classification without evaluation
criteria, are particularly useful ideas to keep in mind.

3.3 Agglomerative Hierarchical Clustering

Agglomerative Hierarchical Clustering is a method by which, at each algorithmic step, a pair of
clusters are combined into one, until we end with a singular cluster. This is a particular form of
hierarchical clustering, which contrasts with divisive hierarchical clustering (starting from one initial
node that clusters all data points, and slowly becoming more specific). Consider each cluster as a
partition of our dataset, where at each step in the algorithm, two of the current partitions are merged
together on some condition. This is repeated until we have a single partition, which would represent
the full dataset clustered together. A tree can be constructed from this series of merge operations,
from the bottom up, which can then be referred to as a dendrogram ([[13]]).

[14] employed a method that utilized fuzzy clustering and the concepts therein within a hierarchical
clustering model. It had allowed the researchers to be more flexible in their hierarchical clustering
approach. [15]] described their methods behind the hierarchical fuzzy clustering, which followed a
technique by which they employed fuzzy membership functions onto each cluster centroid, which
are then combined based upon a particular distance metric. Each of the data elements themselves
are fuzzily assigned to certain centroids based on the fuzzy partitioning.



4 Methods and Data Sources

4.1 Sustainability Classification and Indication System

To determine and find a selection of data that we can employ for our model, we must determine
a collection of classified data that can quantify the sectors of our DPSIR model. In this sense, we
would be following the method of [6], but adapting it to make the sustainability model based upon
American metrics, as opposed to European metrics. To assuage any concerns over the necessity of
indicators for our model, we consider their necessity in the ability to communicate certain needs to
the public and officials. Indicators are inherent to being able to share and express ideas among the
public and, thus, to support policy development [16].

4.1.1 DPSIR Framework Classification and Indication System

Through the five layers of the DPSIR Framework, we can establish and determine a set of indicators
of various ranges (economic, population, etc.) by which we can quantify each layer at a more specific
level that would additionally be relevant to the United States. This will allow us to cover each of
the layers of the model and thus model interactions and relationships between our development
(through broad terms) and the environment. Thus, we put forth the following table used to classify
and determine our necessary indicators of economic and environmental conditions.

DPSIR Cri- Indicator of Criteria Data Type
teria

Driving Population; Population of Income Determination; Popu- Numeric
Forces lation above 25; Households; Housing Units; Unemploy- Data; Per-

ment Base; Low Income Quantity; Unemployed Quan- centages
tity; Less than High School Education Quantity; Demo-
graphics Index; Land Area in Square Meters; Water Area
in Square Meters; ...

Pressures Total Nonrenewable Energy; Energy consumption; Con- Numeric
sumption per capita; CO2 emissions; Coal Use; Natural Data; Per-
Gas Use; Crude Oil Use; Biofuels Use; Wood and Waste;  centages

States Toxic Releases to Air; Superfund Proximity; RMP Facil- Numeric Data
ity Proximity; Hazardous Waste Proximity; Wastewater
Discharge; Particulate Matter; Ozone; Air Toxics Cancer
Risk; Air Toxics Respiratory HI; ...

Impacts Total energy price; Total energy expenditure; Energy ex- Numeric Data
penditure per capita; energy expenditures as a percent of  (incl. prices)
GDP; Average Retail Price of Electricity to Residential
Sector; Gasoline Prices Dollars; Gasoline Expenditures;
Petroleum Prices; Petroleum Expenditures; Natural Gas
Prices; Natural Gas Expenditures; ...

Resources Total Renewable Energy; Natural Electric Power Use; Numeric
Underground Storage Tanks; ... Data; Per-
centages

4.1.2 Sources of Data

Data has been retrieved per state in the USA. They come from a myriad of locations, mostly from
American governmental institutions. A large amount of the data comes from the EPA (Environ-
mental Protection Agency), but there is a lot of other data coming from agencies like the Energy
Information Administration, the US Census Bureau, and the Centers for Disease Control. The data
itself is all from the most recent iteration of data collection, and the data is all numeric, but of var-
ious units (in terms of money, population size, British thermal units, percentages, etc.). This data
does get normalized, however, for determining feature weighting, under the metrics in which it is
relevant, the non-normalized data is employed to prevent the weight methods from being influenced
by a normalization.



4.2 Hierarchical Agglomerative Clustering

This clustering method takes a bottom up approach to creating and combining clusters. It starts with
all data points as initial clusters of themselves (in this case, this refers to our fifty states each being
their own cluster), and at each iteration, two clusters (or partitions) are merged together based upon
some similarity or distance metric.

We developed and worked with a number of different methods that would determine this similarity
or distance metric, and we endeavored to compare them all. To set a baseline, the centroid link,
single link, and complete link metrics were utilized. However, due to the overlapping nature of
sustainability among states (where certain states overlap on certain metrics and differ on others),
incorporating fuzzy clustering based techniques and knowledge into our own metrics appeared to us
to potentially provide aid and a better understanding of the necessary juxtaposition of our data. This
provides ample levels of information to compare linkage and similarity/distance upon.

4.2.1 Fuzzy Membership Matrix Based Metric

The first metric we established was done through the use of membership matrices that determine
the likelihood of the relation of some cluster to another cluster. We begin with a matrix of size
n * k (R"*F), where n = the current number of data points (our fifty states to begin with) and & =
the current number of clusters. At each iteration, the membership matrix will contain data on the
distances/belonging of each cluster in the matrix to each other cluster. The two clusters with the
highest belonging to each other are chosen and merged into one cluster. This process repeats until
we have one full cluster containing all of the initial data points.

4.2.2 Naive Weighted Fuzzy Membership Matrix Based Metric

The second metric follows much the same pattern as the previous, but accounts for weightedness to
a naive degree. [[17] employed a method of weighting distances to greater express the relevancy of
certain features of their data. The weighting measure was fairly simplistic in nature, appearing as
follows:

— Uk
Wg = g
k=1

where

Vi =

N

where k£ is the current attribute, o}, is the standard deviation of attribute k, and T, is the mean of
attribute k.

The weight matrix that this method results in would be applied to the fuzzy membership matrix that
was developed in 4.2.1, thus incorporating some aspect of knowledge, albeit naive, into the initial
concept.

4.2.3 Entropy Weight Based Fuzzy Membership Matrix Based Metric

The third metric follows much the same pattern as the second metric. The primary difference is in
the measure used for determining the weights, which was done through the Entropy Weight Method.
This method effectively measures the dispersion of the data itself, measuring, thus, how much infor-
mation can be derived from the data (this particularly comes from the calculation of the entropy E;,
where a larger value means more information can be derived for that attribute). It has shortcomings
primarily in relation to distortion, both from if there are too many 0’s in the dataset and the ignoring
of rank discrimination, but these are not extremely relevant factors for our use case or with our data
([18]]). The calculation for this measure follows a series of steps adapted from [18]:

We begin by standardizing the data itself. n is the number of data samples, m is the number of
attributes, the value of the 7th attribute of the jth sample is denoted as x;;. In the following equation
p;; refers to the standardized data at each data point for each attribute.

Tij

Pij = ~n

j=174



The entropy for each data point is then calculated below. Note that if p;; = 0, we can consider the
entropy F; at that point to be 0 to reduce computational difficulty (this goes back to the potential
issue of distortion that arises from using the entropy weight method).

n
Inn

B =—

Thus, we can then calculate the weight itself as follows:

1-E

R DTy

Similarly to 4.2.2, the weight matrix that results from the entropy weight method is incorporated into
the fuzzy membership matrix that was developed like in 4.2.1, thus incorporating a greater amount
of knowledge with particular respect to the relevancy of the attributes of our data back into the initial
concept.

4.3 Fuzzy Clustering

Fuzzy clustering has been employed for each of the models that we have designed. There are a num-
ber of methods by which one can implement fuzzy clustering and there are a number of ways that we
had integrated them into the hierarchical agglomerative clustering models. The concepts that we had
employed to establish our fuzzy clustering models were established through our literature review of
the subject. It employs ideas from fuzzy clustering iteration ([|L0]), general fuzzy clustering ([|6]),
and through former fuzzy clustering based hierarchical agglomerative clustering models ([[15]]).
Additionally, different weight metrics were employed on top of these models based upon other liter-
ature research relating to the implications of our data itself, in particular, we had employed a model
without weights, one with a basic weight metric, and one with an entropy weight based metric
(these were as outlined in 4.2.1, 4.2.2, and 4.2.3). Here, though, we outline the general idea of fuzzy
clustering, and additionally add an explanation as to how the weight matrix is employed within the
model (for the two cases, 4.2.2 and 4.2.3, in which we have employed weight matrices).

In effect, much of the fuzzy clustering based knowledge that is employed as part of our hierarchi-
cal agglomerative metrics are centered around the idea of the fuzzy membership matrix. A fuzzy
membership matrix showcases the likelihood of one cluster being clustered to another cluster, for all
currently available clusters. The matrix is, at first, initialized with a set of random numbers, where
the total probability per each cluster’s belonging into any other cluster would have the following
constraint:

N
Dim T =1

Where N is the number of clusters, x;; is the current belonging, and j is the index of the current
cluster.

After being initialized, the membership values of the matrix themselves are updated. Here, at each
belonging, the distance between the two clusters is calculated (if a weight metric is used, it is em-
ployed first upon the data within these clusters based upon the correlating attributes therein), then a
density metric is calculated based upon the distances. This density metric is just used to correlate all
the distances between one cluster and all other clusters in the data based upon a fuzzy indicator that
the user chooses. The membership index is then updated with the inverse of this density.

These two concepts, the initialization of the matrix and the updating of the membership values
within, is implemented iteratively in our final model. At each state, because two clusters are being
merged into one, we will have one less overall cluster in the next iterations, thus, a new matrix of a
new size is necessary, along with an updating of the membership values within.

5 Results

As comparisons by which to understand our findings, we had used three of the classical metrics
for hierarchical agglomerative clustering: centroid link, single link, and complete link. The
dendrograms produced on our data with these metrics are as follows.



Centroid Link Based Metric

Figure 1: Centroid Link Metric

Note that the coloring in this diagram, and for those that follow, is the basic one imposed by
scipy, being 0.7 * max(Z[: 2]), where Z is a linkage matrix, which refers to a matrix of how the
clusters/partitions are linked together over the iterations. In this case, two primary groupings are
produced in terms of falling below the outlined distance threshold, where most of the states are
skewed to the orange grouping, making this structure somewhat imbalanced.

single Link Based Metric

Figure 2: Single Link Metric

In this case, the single link metric is very skewed towards the orange grouping, where there is only
one state outside of it, being Vermont. This could arise from the fact that the single link metric
ignores the overall structure of the clusters, making it sensitive to outliers (and noise).



Complete Link Based Metric

e for linkage

Distan

Figure 3: Complete Link Metric

The complete link metric, ignoring the leaves, has a structure that is reminiscent of the centroid link
metric. We, additionally, have two primnary groupings that fall under the distance threshold. This
metric, similar to the single link metric, is sensitive to noise.

The next three dendrograms that will be displayed are built upon the metrics that was previously
outlined in 4.2: fuzzy membership matrix based metric, naive weighted fuzzy membership matrix
based metric, and entropy weight based fuzzy membership matrix based metric.

Fuzzy Membership Matrix Based Metric

Figure 4: Fuzzy Membership Matrix Based Metric

This metric employs no weighting, and can be seen to have a somewhat distinct grouping below
the distance threshold. In this case, the orange and green groupings appear to be reasonably
dissimilar, leading to a large distance between them at the level of two clusters. Note that this
metric clearly has the issue of clusters/partitions being merged at a height below both clusters,
this makes the dendrogram harder to understand and makes the visualization less clear. This issue



is present in the centroid metric as well, though not on the one we demonstrated with our data ([19]).

Naive Weighted Fuzzy Membership Matrix Based Metric

Figure 5: Naive Weight Based Fuzzy Membership Matrix Based Metric

This metric employs the naive weighting outlined in 4.2.2, and has a much more balanced structure
between the two primary groupings and within. This distance between the two is lesser than that of
the fuzzy membership matrix based metric, and each individual state can be seen to be of a more
evenly based distance to their nearest states or partitions. This metric also has the inversion merging
issue as seen in the former metric, though to a much lesser degree.

Entropy Weight Measure Weighted Fuzzy Membership Matrix Based Metric

015

Figure 6: Entropy Weight Measure Based Fuzzy Membership Matrix Based Metric

for linkag

This metric employs the entropy weight measure outlined in 4.2.3, and has a qualitatively very
different structure from any of the previous metrics. Firstly, it is indeed a fairly balanced structure
between the four primary groupings. Secondly, this metric found a larger number of primary
groupings of clusters over time. Additionally, at least in this particular example, there appears to
be no inversion merging issues that plagued the basic fuzzy membership matrix metric and was
present in the naive weighting method. The cluster distances themseleves appear to be more evenly



balanced and spread out from each other, making this graph somewhat easier to follow than some
previous metrics.

6 Conclusions

A more granular approach to the development of sustainability policy is key to achieving sustain-
ability goals at a more accurate level. Given the nature of certain groups having achieved a certain
level in a certain metric yet disagreeing in their similarities on other metrics, this paper has em-
ployed a metric for hierarchically clustering groups with a weighted fuzzy clustering based metric
to determine similarity.

It is critical to note that there is no ground truth to the similarity of states based upon sustainability
metrics. In this way, most conclusions drawn from the paper will inherently be qualitative, based
upon the appearance, or the structure, of the dendrograms generated by their respective similarity
measures.

The classical metrics used in determining similarity (centroid link, single link, and complete link),
were found to have generalized groupings that were not very balanced, with a vast majority of the
clusters falling under one of two potential general groups. The single link metric most predomi-
nately shows this, with only one state falling outside of the primarily generalized grouping.

The metrics design in this paper for determining similarity (fuzzy membership based metric, naive
weight based fuzzy membership based metric, and entropy weight measure based fuzzy member-
ship based metric) had a mixed level of balance between the generalized groupings of states. The
fuzzy membership based metric is somewhat balanced structurally, but has a substantial distance
split between the two generalized groupings. The naive weight based metric did not have this issue,
and was much more structurally balanced. The same is true for the entropy weight measure based
metric, which appears to be more structurally balanced metric than any of the former ones, and also
has a larger number of generalized groupings, making it a bit easier to dissect and follow. One new
problem that arose, however, was very evident in the first two metrics, which had inversion prob-
lems with the merging of certain centroids. This makes those dendrograms harder to understand,
thus making it harder to find discoveries.

As mentioned, it is difficult to determine the accuracy of any of these modelings of the data and the
clustering within, due to the lack of a ground truth. In this manner, all we can consider is the visual
appearance and qualitative nature of these dendrograms. This finds that the naive weighted method
and the entropy weighted methods suggest a possibility of producing more balanced dendrograms
that make following the similarities and differences of certain members simpler than other metrics,
and allowing for more flexibility in the generation of hierarchical models for cases in which the
observations in the data has juxtapositions of agreement and disagreement within their respective
attributes, because of the lack of a strong border, and the inclusion of a fuzzy membership matrix
into the similarity metric.

6.1 Future Research

For any future research in this subject, it would be preferred to determine a method by which we
can more accurately and quantitatively compare the dendrograms produced by certain metrics.
One major pitfall of this research is the lack of that possibility, where most determinations of
”model success” was derived from qualitatively comparing the models we had produced with
those produced by the classical metrics, thus leading to a majority of the discussion on the models
being based around the balance in the structure of the dendrogram and the amount of inversions in
merging certain clusters or partitions.

With respect to the metrics themselves, we would like, in the future, to have a weight matrix based
on expert knowledge. Due to the nature of sustainable metrics, it can be inherently difficult to
determine the respective importance of some attribute (for instance, how should we compare the
weight of airborne pesticide pollution versus the weight of out-factory water pollution). This may
allow for a more rich knowledge base to be generated by a metric that takes into account former
knowledge and research attained in sustainability.

Another future point of research we would like to work towards would be incorporating a
greater corpus of data. Currently, it is quite difficult to parse through and gain access to certain
sustainability-related data, simply due to the somewhat tedious ways that the data it stored. It makes
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mass access to the data fairly difficult. This becomes more-so true when considering geographic
data. In this sense, we would like to expand our DPSIR framework to include and account for a
richer level of indicators. This would allow us a greater set of metrics to select upon.
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