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Abstract
The evaluation of debates requires a nuanced
understanding of argument structure, factual
accuracy, and persuasion. While prior meth-
ods in computational debate analysis have ad-
vanced in assessing individual dimensions of
argument quality, they lack a holistic frame-
work to integrate these dimensions effectively.
We propose DebGraph, a graph-based system
that combines the structural representation of
Knowledge Graphs (KGs) with the contextual
reasoning capabilities of Large Language Mod-
els (LLMs) to deliver multidimensional debate
evaluation and feedback. By leveraging het-
erogeneous graph structures and iterative re-
finement techniques, our system captures the
interplay of arguments across rounds of debate,
evaluating their coherence, persuasiveness, and
factual integrity. Experiments on the DebateArt
and BP-Competition datasets demonstrate that
DebGraph outperforms state-of-the-art models
in score-based evaluations and feedback gener-
ation. The system paves the way for enhanced
applications in education, public discourse, and
AI-assisted moderation.

1 Introduction

The ability to evaluate and analyze debates is in-
creasingly important in the digital era, where ar-
guments are generated and consumed at unprece-
dented scales across diverse contexts, from aca-
demic discourse to online social platforms. Debate
evaluation systems, which assess argument quality,
coherence, and persuasiveness, have traditionally
relied on hand-crafted features or statistical models.
However, advances in machine learning, particu-
larly in large language models (LLM) and knowl-
edge graphs (KG), offer transformative potential
for developing multidimensional frameworks that
integrate structural and contextual reasoning.

Recent developments in argumentation and dis-
course analysis emphasize the role of heteroge-
neous graph structures in capturing argument re-
lationships. Studies such as those by Guan et al.

(Guan et al., 2023) highlight the effectiveness of
semantics-aware graph representation learning in
preserving both lexical and structural relevance in
argument mining tasks. Similarly, Bhatia (Bha-
tia, 2023) demonstrated the use of heterogeneous
graphs for policy-oriented debate structuring, en-
abling a more nuanced understanding of argument
dynamics.

LLMs have also shown remarkable capabilities
in reasoning tasks, yet challenges persist in en-
suring robustness and consistency when applied
to real-world debate scenarios. Wachsmuth et al.
(Wachsmuth et al., 2023) proposed new bench-
marks for evaluating argument quality in LLM
outputs, focusing on alignment with human rea-
soning. Although these works provide significant
insights, they lack the integration of graph-based
techniques to address the inherent complexity of
argument structures and relations.

Efforts to bridge the gap between graph-based
frameworks and LLMs have shown promise. Shang
and Huang (Shang and Huang, 2024) explored the
interplay between generative models and graph an-
alytics for complex argument representation, while
Khan et al. (Khan et al., 2024) investigated debate
settings as a test for truthfulness and persuasiveness
in LLMs. However, existing approaches tend to
focus on isolated aspects of debate evaluation, such
as argument quality or semantic relations, with-
out providing a comprehensive multidimensional
framework adaptable to diverse contexts.

This paper introduces a novel debate evaluation
framework that synergizes KGs and LLMs to de-
liver holistic, multidimensional feedback across
varied real-world debate scenarios. By leveraging
the structural power of structured complex graph
relationship and the contextual understanding of
LLMs, our approach captures complex argument
relationships, evaluates debates on multiple dimen-
sions, and provides actionable feedback. Unlike
existing systems, our framework extends beyond



traditional metrics, offering broader applicability
to domains such as op-eds, social media debates,
and structured political discussions.

1.1 Contributions

The primary contributions of this paper are as fol-
lows:

• We present a novel methodology that inte-
grates KGs and LLMs for multidimensional
debate evaluation across diverse contexts.

• We conducted extensive experiments that
demonstrate the effectiveness of our approach
in capturing the diversity, coherence, and per-
suasiveness of arguments in different real-
world scenarios.

2 Related Works

Argumentation has long been a key area of focus
in natural language processing (NLP) and compu-
tational linguistics, with significant strides made
in understanding and evaluating debates. Feng
and Hirst (2011) presented foundational work on
argument mining, focusing on the identification
and extraction of argument structures from text.
Their research paved the way for integrating lin-
guistic features with computational models (Feng
and Hirst, 2011). Recent research has highlighted
the growing interplay between graph-based models
and argument mining, showcasing the advantages
of using structured graph relationships for richer
and more effective argument analysis.

Zhang et al. (2023) explored the potential of
graph representation learning for argument min-
ing, identifying critical issues such as cascading er-
ror propagation and how graph structures mitigate
these challenges (Zhang et al., 2023). Similarly,
Ruggeri et al. (2021) introduced tree-constrained
graphs to capture sentence-level dependencies, em-
phasizing the structural nuances essential for effec-
tive argument mining (Ruggeri et al., 2021).

Knowledge graphs have emerged as an essential
tool in the creation and visualization of arguments.
Al Khatib et al. demonstrated how knowledge
graphs enhance argument diversity and richness
(Khatib et al., 2021). Another study by Plenz et al.
employed Neo4J-based graphs to visualize argu-
ment structures effectively, emphasizing their util-
ity in deliberation analysis (Plenz et al., 2024). This
body of work underscores the potential of graph-
based frameworks in capturing complex argument

relationships, such as effect relations, concepts, and
relation types.

In debate evaluation, Potash et al. (2017) de-
veloped an RNN model aimed at maximizing au-
dience favorability, paving the way for compu-
tational approaches to debate winner prediction
(Potash and Rumshisky, 2017). Ruiz-Dolz et al.
(2022) proposed an argument graph methodology
that constructs argument acceptability semantics us-
ing Roberta embeddings and employs MLPs for bi-
nary classification of debate outcomes (Ruiz-Dolz
et al., 2022). Although effective, these approaches
predate the transformative impact of LLMs.

Liang et al. (2024) introduced a novel architec-
ture leveraging LLMs for multidimensional debate
judgment in British Parliamentary debates. Their
framework integrates chronological argument anal-
ysis, advancing the scope of debate outcome pre-
diction beyond binary metrics (Liang et al., 2024).
Mou et al. focuses narrowly on political debate
settings using a unified framework that integrates
local and global knowledge via knowledge graphs.
Their approach demonstrates the potential of LLMs
in complex political contexts (Mou et al., 2023).

These studies collectively highlight the intersec-
tion of graph-based methods and argumentation,
forming the foundation for innovative applications
in debate evaluation and feedback generation. How-
ever, current methods often lack the ability to holis-
tically evaluate debates, particularly in diverse real-
world contexts such as op-eds, social media dis-
cussions, and presidential debates. This presents
an opportunity to integrate LLMs and exploit rela-
tionships within a graph structure to develop more
generalizable debate evaluation systems.

3 Methods

We explain the methodology for the generation of
the graph, scoring system and winner determina-
tion in this section. The detailed architecture for
our work can be found in Figure 1.

3.1 Dataset Preparation

We utilized the DebateArt PanelBench dataset,
which contains structured debate information in-
cluding motions, individual debater speeches, and
ground truth winner annotations. The dataset cap-
tures 1v1 debates across a variety of topics, pro-
viding a rich source of argumentation data. De-
bates were processed to extract motion-specific ar-
guments, categorizing them into components such



Figure 1: Overall Architecture: In Step 1, we create one graph for both sides of the debate. In Step 2, we use our
scoring system to score both sides on various parameters. In Step 3, we determine the winner of the debate using
the graph and our scoring system.

as claims, premises, and rebuttals. This prepro-
cessing step enabled structured representation and
downstream analysis.

3.2 Graph Generation
A graph-based approach was employed to represent
debate arguments, using GPT-4o for the generation
and refinement of scene graphs. The process in-
volved the following steps:

• Isolate Speeches: For each round of debate
the pro- and con-side speeches are extracted
from the debate data and an empty Pydantic
scene graph object is initialized for the debate
graph.

• Initial Scene Graph Creation: GPT-4o is
prompted to generate an initial scene graph as
a JSON string for the pro side debater’s first
speech, which is then converted into a Pydan-
tic object. The graphs included objects, at-
tributes, and relationships relevant to the core
arguments, constrained by standard debate ter-
minology such as claims, premises, rebuttals,
and first principles. The agent is instructed
to derive each node and edge directly from
the debaters’ speech content. The full prompt
for graph generation including the required
constraints is available in figure 5.

• Ensure Compliance: Whenever a scene
graph is generated, its compliance with the
Pydantic object attributes is checked to ensure
it is a valid graph. If the generated text is not
in a valid graph format, GPT-4o is prompted
again until a valid generation occurs.

• Iterative Refinement: Counterfactual argu-
ments are then generated using prompts 6 and
7 with the same constraints as listed above and
incorporated into the scene graph. For each
round, GPT-4o adds to the graph by merging
the newly generated counterfactual elements
with the existing graph structure, ensuring con-
tinuity and evolution of argument representa-
tion over the course of the debate.

• Judge Annotation: A virtual judge maintains
a history of thought processes and provides
direct predictions of the winner at each refine-
ment stage without relying on scoring metrics.

This iterative process yields a comprehensive
representation of debate arguments, capturing their
inherent logical structure and the back-and-forth
relationship between the pro and con debaters.
The detailed process for debate graph generation
is shown in Algorithm 1 and all prompts can be
viewed in Appendix C.



Algorithm 1 Debate graph generation algorithm.

Require: Debate Speeches
Ensure: Direct Winner, Scene Graph

1: Initialize Variables:
2: hist← []
3: T ← topic
4: SG,CG← Scene Graph,Counter Graph
5: Initialize Functions:
6: GG,GJ ← Generate Graph,Gen. Judge
7: GPC ← Gen. Pro Counter
8: GCC ← Gen. Con Counter
9: MG← Merge Graphs

10: for (PS,CS) in Speech Pairs do
11: if first round then
12: SG← GG(T, PS, hist)
13: else
14: CG← GPC(T, PS, SG, hist)
15: SG←MG(SG,CG)
16: end if
17: CG← GCC(T,CS, SG, hist)
18: SG←MG(SG,CG)
19: dw, thought← GJ(T, SG, hist)
20: hist.append(thought)
21: end for
22: return dw, SG

3.3 Score Comparison

The second phase involved quantitative evaluation
of arguments based on three metrics: factual ac-
curacy, persuasion, and argument structure. These
metrics were computed as follows:

• Factual Accuracy: Each argument was as-
sessed for factual correctness by querying the
model to provide a binary label (true or false)
along with a confidence score. The scores
were normalized to a [0,1] range by multi-
plying the binary label and confidence score.
(Tian et al., 2023) showed how asking a model
for its confidence often results in a more ex-
plainabe and accurate output. We don’t use
an external fact-checker, or connect the model
to google because we need our judge to serve
the role of an actual judge in a debate, who
would just serve as a "common knowledge"
fact checker.

• Persuasion Score: For rebuttal pairs in the
graph, the model was asked which argu-
ment was more persuasive based on contex-
tual guidelines derived from a debate judging

handbook. This binary strategy is used in mul-
tiple Argumentation papers to find which side
is more persuasive (Gretz et al., 2019; Joshi
et al., 2023). The winning argument in each
pair was assigned a normalized persuasion
score.

• Argument Structure: A structural score was
assigned to claims that were supported by
premises or rebuttals. Sides got points for
each claim that had a supporting premise, and
for each rebuttal to the opposing side’s claim.
This is to give teams credit for expanding on
their claims and responding to the other side
respectively. The total structural score was
normalized for consistency across debates.

3.4 Feedback Generation

For factual accuracy and persuasion, the model was
also prompted to give a max of 250 word feedback.
For factual accuracy, this was restricted to facts
the model thought was incorrect, and for persua-
sion, and overall feedback was given to both sides,
comparing which side was better and why. This de-
tailed feedback, along with a compressed 500 word
feedback was given to the user. The compressed
feedback was created by prompting the model to
summarize the key findings of the original feed-
back.

The scores from these metrics were aggregated
to determine the overall performance of each de-
bater from 0-3. This aggregation provided a quanti-
tative basis for winner determination and informed
the feedback generation process. The detailed algo-
rithm for the scoring process is shown in Algorithm
2.

3.5 Winner Determination and Feedback
Generation

The debate winner was determined based on the
combined scores from the above metrics. Feed-
back was generated to provide detailed insights
into the factual accuracy, persuasiveness, and struc-
tural validity of each argument. For closely con-
tested debates, additional feedback highlighted the
competitive nature of the results.

4 Results

4.1 Baseline Comparisons

We evaluated the performance of our system
against several baselines, including GPT-3.5, GPT-



Model
DebateArt BP-Competition

SC RMSE ↓ DP RMSE ↓ Accuracy ↑
GPT-3.5 69.24 63.24 17.2
GPT-3.5/COT 63.4 62.66 20.6
GPT-4 55.23 44.7 46.26
Chronological 48.61 48.7 30.30
Dimensional 44.91 45.01 12.12
NonIterative 44.18 44.03 36.36
Debatrix 42.21 41.75 51.52
Ours 40.31 43.61 57.89

Table 1: Results Table. Best score is shown in bold. Lower is better for RMSE.

3.5 with Chain-of-Thought (CoT) reasoning, GPT-
4, and Debatrix (a state-of-the-art system for win-
ner prediction without feedback). The results in
table 1 show that our method is comparable to ex-
isting SOTA methods on the DebateArt dataset,
achieving marginally better RMSE on score com-
parison tasks while slightly trailing on direct pre-
diction tasks.

4.2 Performance on DebateArt Dataset
Our method demonstrated competitive results in
the DebateArt dataset:

• Direct Prediction (DP): The judge agent
directly determined the debate winner and
was evaluated against the ground truth using
RMSE metrics.

• Score Comparison (SC): Scores across three
metrics (factual accuracy, persuasion, and ar-
gument structure) were summed, and the pre-
dicted winner was compared to the ground
truth. Our approach edged out Debatrix in
this evaluation.

Overall, we see that our method combined with
score comparison outperforms all existing base-
lines, including Debatrix using direction prediction,
which is the current state-of-the-art.

4.3 Performance on BP-Competition Dataset
On the BP-Competition dataset, which involves
multi-team debates, our system achieved state-of-
the-art accuracy, outperforming all baselines.

4.4 Feedback Quality
Feedback was evaluated using three methods:

• Inter-Annotator Agreement: We achieved
a Cohen’s Kappa score of 0.82, indicating
strong agreement among annotators.

• Argument F1 Score: This metric, the geo-
metric mean of argument recall and precision,
was significantly higher for our system (0.78)
compared to GPT-3.5 (0.22), GPT-3.5 + CoT
(0.24), and GPT-4 (0.43).

• Expert Judgments: Human experts preferred
our feedback 90% of the time and rated it as
more specific compared to other methods.

Figure 2 shows an example feedback that our
users see.

4.5 Analysis of Example Graph

In figure 3 we see an example of a fully formed
graph. Notice that this graph contains a multitude
of connections linking the two debaters’ arguments
together. In Appendix A, one can see the evolution
of the debate graph over each round of debate. It is
interesting to note that after the pro debater’s first
turn there are only claims, premises, and first prin-
ciples as the debater is setting up their argument
and has not yet had an opportunity to respond to
the opposing debater’s arguments with a rebuttal.
However, in the con debater’s first turn rebuttals
begin to be included in the graph. In rounds 2
and 3 the debaters are mostly finished setting up
their claims and premises and more attention is
focused on rebutting the opposing debater’s argu-
ments; correpondingly, we see that the majority of
new relations introduced in rounds 2 and 3 of the
debate graph generation process are rebuttal rela-
tions, indicating a shift in the argument structure
between rounds.

4.6 Overall Results

Our approach delivered robust debate evaluation
and feedback capabilities. While marginally trail-
ing on the DP task, we excelled in SC tasks and



Figure 2: Example feedback: Left: Detailed feedback provided by our original models; Right: Condensed feedback
after summarizing key points from the main feedback

Figure 3: Final debate graph for topic: "Faith and belief
are useless in the pursuit of truth."

feedback quality. The results highlight the strength
of our graph-based approach in providing both ac-
curate predictions and meaningful feedback.

5 Conclusion and Future Work

This paper introduced DebGraph, a graph-based
framework combining Knowledge Graphs (KGs)
and Large Language Models (LLMs) for multidi-
mensional debate evaluation. DebGraph excels in
winner prediction and feedback generation, lever-
aging structural representations and contextual rea-
soning to assess debates comprehensively. Through
the project, we identified key challenges and oppor-
tunities in automated debate evaluation, offering
valuable lessons for advancing this field.

5.1 Lessons Learned
• Constructing a graph-based representation

that accurately captures the nuances of de-
bates revealed the challenges of encoding
relationships between arguments, rebuttals,
and counterfactuals. We learned that balanc-

ing graph complexity with computational ef-
ficiency is crucial to maintaining scalability
without sacrificing performance.

• While graphs provide a structural view of
debates, incorporating contextual reasoning
from LLMs proved essential for evaluating
factors such as persuasiveness and rebuttal
strength. This project underscored the impor-
tance of blending structural and contextual
elements to capture the full dynamics of argu-
mentation.

• Scoring debates based on discrete metrics
such as factual accuracy, persuasion, and struc-
ture showed the limitations of predefined cri-
teria. Arguments often operate on multiple
dimensions simultaneously, making it chal-
lenging to holistically evaluate their impact.
This highlighted the need for more granular
and adaptable scoring mechanisms.

• Generating feedback that is both actionable
and meaningful required designing scoring cri-
teria that not only evaluate arguments but also
offer constructive insights for improvement.
This highlighted the importance of prioritizing
clarity and specificity in feedback generation
to make the system useful for real-world ap-
plications.

5.2 Future Work

Building on these lessons, we propose the follow-
ing directions for improvement:

• Weighted Edges: Enhance graph representa-
tions by assigning weighted edges to reflect



the relative importance of arguments. This
will allow the system to better evaluate de-
bates where one strong argument outweighs
multiple weaker ones.

• Expanded Scoring Criteria: Incorporate ad-
ditional factors such as rebuttal strength, clar-
ity, relevance, and burden of the motion to
develop a more nuanced scoring system that
aligns with real-world judging standards.

• Diverse Datasets: Expand the dataset to in-
clude debates from social media platforms,
news forums, and Presidential debates to im-
prove the model’s ability to generalize across
different formats and argumentation styles.

These improvements will further strengthen De-
bGraph’s utility as a comprehensive tool for auto-
mated debate evaluation and feedback generation.
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A Appendix: Debate Graph Evolution

Figure 4: Complete debate graph history for topic:
"Faith and belief are useless in the pursuit of truth."

B Appendix: Methodology: Algorithm
for scoring



Algorithm 2 Debate Evaluation Algorithm

Require: Pro_Arguments, Con_Arguments, Rebuttals, Relationships, Entities
Ensure: Overall Winner, Feedback

1: Initialize Pro_Score, Con_Score← 0
2: Initialize Pro_Feedback, Con_Feedback← ∅
3: Step 1: Factual Accuracy Evaluation
4: for each argument Ai in Pro_Arguments do
5: (Fi, Ci, Feedback)← Evaluate_Factual_Accuracy(Ai)
6: Update Pro_Score with Fi × Ci

7: if Feedback is not None then
8: Append Feedback to Pro_Feedback
9: end if

10: end for
11: for each argument Ai in Con_Arguments do
12: (Fi, Ci, Feedback)← Evaluate_Factual_Accuracy(Ai)
13: Update Con_Score with Fi × Ci

14: if Feedback is not None then
15: Append Feedback to Con_Feedback
16: end if
17: end for
18: Normalize Pro_Score and Con_Score by dividing by the total number of arguments.
19: Step 2: Persuasiveness Evaluation
20: for each Pro, Con rebuttal pair (RPro, RCon) do
21: (P, Feedback)← Evaluate_Persuasiveness(RPro, RCon)
22: if P is Pro then
23: Increment Pro_Score_Persuasion
24: if Feedback is not None then
25: Append Feedback to Pro_Feedback
26: end if
27: else
28: Increment Con_Score_Persuasion
29: if Feedback is not None then
30: Append Feedback to Con_Feedback
31: end if
32: end if
33: end for
34: Normalize Pro_Score_Persuasion and Con_Score_Persuasion.
35: Step 3: Argument Structure Evaluation
36: (Pro_Count, Con_Count)← Count_Nodes_With_Relationship(Relationships, Entities)
37: Normalize the counts to calculate structural scores for both sides.
38: Step 4: Overall Score Calculation
39: Total_Pro_Score← Pro_Score+ Pro_Score_Persuasion+ Structural_Pro_Score
40: Total_Con_Score← Con_Score+ Con_Score_Persuasion+ Structural_Con_Score
41: if Total_Pro_Score > Total_Con_Score then
42: Overall Winner← Pro
43: else if Total_Con_Score > Total_Pro_Score then
44: Overall Winner← Con
45: else
46: Overall Winner← Tie
47: end if
48: Output: Return Overall Winner and Feedback



C Appendix: Graph Generation Prompts

Figure 5: Prompt used to generate the initial debate scene graph.

Figure 6: Prompt used to generate pro side counterfactual graph.

Figure 7: Prompt used to generate con side counterfactual graph.



Figure 8: Prompt used to generate judge thoughts and direct winner prediction.


